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1. Introduction

This is a brief overview of terminology and issues related to Knowl-
edge Representation (hereafter KR) research, intended primarily for
researchers from the Database or Programming Language area.

Knowledge Representation is a central problem in Artificial Intelli-
gence (Al) today. Its importance stems from the fact that the current
design paradigm for ‘“‘intelligent’” systems stresses the need for the
availability of expert knowledge in the system along with associated
knowledge handling facilities. This paradigm is in sharp contrast to ear-
lier ones which might be termed ‘‘power-oriented’” [GP77] since they
placed an emphasis on general purpose heuristic search techniques
[NILS71].

The basic problem of KR is the development of a sufficiently precise
notation with which to represent knowledge. Following [HAYE74] we
shall refer to any such notation as a (knowledge) representation scheme.
Using such a scheme one can specify a knowledge base consisting of
facts. For the purposes of this paper, a knowledge base will be treated
as a model of a world/enterprise/slice of reality.1

Hector Levesque is currently affiliated with Fairchild Laboratory for Artificial Intelligeﬁce
Research, Palo Alto, California.

This is a revised and updated version of a paper that appeared in [BZ81].

! For other ways of viewing a knowledge base see [BS80] (p. 68).
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A number of important papers on the subject already exist.
[HAYE74] deals with central issues of KR theory, and [BC75] includes a
fine collection of papers on KR theory and practice. More recently,
[FIND79] [WH79] [GM78] have compiled important collections of papers
on semantic network, production system, and logical representation
schemes respectively. [BOBR77] contains an interesting collection of
short presentations on a number of state-of-the-art schemes, and
[GP77] relates KR to other important problems in Al. A recent SIGART
Newsletter issue, [BS80], contains questionnaire results from more than
80 research groups working on or using a representation scheme.
Finally, [WM77] examines KR issues and searches for counterparts in
Data Modelling research.

2. A Taxonomy of Representation Schemes

When trying to classify representation schemes we consider the world
as a collection of individuals and as a collection of relationships that exist
between them. The collection of all individuals and relationships at any
one time in any one world constitutes a state, and there can be state
transformations that cause the creation/destruction of individuals or that
can change the relationship among them. Depending on whether the
starting point for a representation scheme is individuals/relationships,
true assertions about states, or state transformations, we have a
(semantic) network, logical, or procedural scheme respectively. A num-
ber of schemes proposed recently adapt more than one viewpoint and
will be considered separately.

2.1 Logical Representation Schemes

Logical Representation Schemes employ the notions of constant,
variable, function, predicate, logical connective, and quantifier in order
to represent facts as logical formulas in some logic (first or higher
order/multi-valued/modal/fuzzy, etc.). A knowledge base, according to
this view, is a collection of logical formulas that provide a partial
description of a state. Modifications to the knowledge base occur when
the introduction or deletion of logical formulas occurs. In this sense,
logical formulas serve as atomic units for knowledge base manipulation
in such schemes.

An important advantage of logical schemes is the availability of
inference rules in terms of which one can define proof procedures.
Such procedures can be used for information retrieval [REIT78a],
semantic constraint checking [NY78], and problem solving [GREE69].
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[NILS71] presents a review of early results, applications, and promises
of theorem-proving research, whereas [GM78] contains a representative
sample of more recent work on logical schemes and theorem-proving
and their applications to Databases.

Another strength of logical schemes is the availability of a clean, well
understood and well accepted formal semantics [MENDG64], at least for
“pure”’ logical schemes that are quite close to first order logic. As one
moves to representation schemes that try to deal with knowledge acqui-
sition [IMD78], beliefs IMOOR77], and defaults [REIT78b], the availabil-
ity of a clean formal semantics becomes more problematic and is an
area of active research. The chapter by Levesque dealing with the
semantics of incomplete knowledge within a logical framework gives a
good indication of what is and isn’t provided by classical logic to the KR
researcher.

A third strength of logical schemes is the simplicity of the notation
employed, thus facilitating knowledge base descriptions that are under-
standable. Yet another strength is the conceptual economy encouraged
by such schemes, allowing each fact to be represented once, indepen-
dently of its different uses during the course of its presence in the
knowledge base.

An important drawback of logical schemes is the lack of organiza-
tional principles for the facts that constitute a knowledge base. A large
knowledge base, like a large program, needs organizational principles to
be understandable as a unit. Without them, a knowledge base can be
as unmanageable as a program written in a programming language that
does not support abstraction facilities.

A second drawback is the difficulty in representing procedural and
heuristic knowledge2 such as:

“If you are trying to do A while condition B holds, try strate-
gies C1’ Cz’ cees Cn.”

An interesting departure from logical representation schemes has been
proposed by Kowalski [KOWAT74], who argues in favour of a dual
semantics for logical formulas of the form:

“Bl and B2 and ... and Bm implies A”’

The first is the traditional Tarskian semantics; the second is a procedu-
ral semantics that interprets the formula as:

“If you want to establish A, try to establish B1 and B2 and ...
and Bm.”

2 [HAYE77] argues against this point.
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The language PROLOG [KOWA74] exemplifies this idea and has
gained many supporters because it combines the advantages of logical
and procedural representation schemes.

Another attempt to integrate logical and procedural representations
has resulted in the representation language FOL [WEYHS80]. Here pro-
cedures can be used as referents of logical expressions. Reasoning in
FOL can be carried out either in terms of inference rules or procedures,
thus combining the strengths of both approaches to KR.

Logical schemes are strongly related to Codd’s Relational Model
[CODD70], and it is fair to argue that such schemes have their counter-
parts in Database Management. The chapter by Reiter explores this
relationship and argues for a proof-theoretic view of the Relational
Model.

2.2 Network Representation Schemes

Semantic networks come in such a wide variety of forms and are used
in so many ways that it is difficult to pinpoint what is common to all of
them. To a large extent, this diversity is explained by the history of
these networks that is summarized in the chapter by Israel and
Brachman. In its most basic form, however, a semantic network repre-
sents knowledge in terms of a collection of objects (nodes) and binary
associations (directed labelled edges), the former standing for individ-
uals (or concepts of some sort), and the latter standing for binary rela-
tions over these. According to this view, a knowledge base is a collec-
tion of objects and relations defined over them, and modifications to
the knowledge base occur through the insertion/deletion of objects and
the manipulation of relations. Ever since they were originally proposed
[QUIL68], most network schemes have favoured the use of binary rela-
tions as a means of representing binary or components of n-ary rela-
tionships. A network knowledge base has an obvious graphical repre-
sentation where each node denotes an object and each labelled edge
(n1, R, ny,) indicates that (n;, n,,) € R, R being one of the relations
used in the knowledge base.

Early versions of network schemes tended to encourage a
proliferation of relations that had little or no semantics when new kinds
of knowledge were represented. Indeed, to some, semantic networks
were nothing more than a (cute) notation in search of a semantics.
This practice and other deficiencies of earlier network schemes are criti-
cized in influential papers by Woods [WOOD75] and Schubert [SCHU76].
Such criticism has triggered a trend towards using network schemes that
have formal semantics and are descriptively adequate (i.e., can be used to
represent any fact expressible in a logical scheme). Some of these
schemes simply view network knowledge bases as convenient notations
and/or implementations of logical knowledge bases ([SHAP79]
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[SCHU76], etc.). Others, notably KL-ONE [BRAC79] view network
schemes as tackling a different set of representational issues, and they
propose a set of primitive relations accordingly.

A crucial issue of network schemes is the organizational axes they
offer for structuring a knowledge base. Some of the axes that have
been used are discussed briefly below.

Classification

According to classification, an object (e.g., John Smith) should be
associated with its generic type(s) (e.g., STUDENT, MALE, PERSON).
Including this organizational axis in a network scheme forces a distinc-
tion between tokens (e.g., John Smith) and fypes (e.g., PERSON). Some
network schemes use classification recursively to define (meta) types
with instances types, efc. (e.g., PSN [LM79]).

Aggregation

This axis relates an object (e.g., John Smith) to its components or
parts. For example, the parts of John Smith, viewed as a physical
object, are his head, arms etc. When viewed as a social object, they are
his address, social insurance number, efc. As with classification, aggre-
gation can be applied recursively so that one can represent the compo-
nents of the components of an object, efc. Thus, aggregation defines a
second organizational dimension for network schemes.

Generalization

Generalization relates a type (e.g., STUDENT) to more generic ones
(e.g., PERSON). The generalization relation between types, often called
is-a, is a partial order and organizes types into a generalization or is-a
hierarchy. A common use of this hierarchy in semantic networks has
been to minimize storage requirements by allowing properties associ-
ated with general object types to be inherited by more specialized ones.
In addition, generalization and the other primitive association types pro-
vide the means for the overall organization and management of a large
knowledge base.

Partitions

Another method of organizing network knowledge bases is proposed
in [HEND?75], and it involves grouping objects and elements of relations
into partitions that are organized hierarchically, so that if partition A is
below partition B, everything visible or present in B is also visible in A
unless otherwise specified. Partitions have been found useful in repre-
senting time, hypothetical worlds, and belief spaces (e.g., [COHE78]).

Not all network schemes treat the organizational principles mentioned
above in the same way. For example, NETL [FAHL79] and others iden-
tify classification with generalization.
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Due to their nature, network schemes directly address issues of
information retrieval, since the associations between objects define
access paths for traversing a network knowledge base. Another impor-
tant feature of network schemes is the availability of organizational
principles. A third is the graphical notation that can be used for net-
work knowledge bases and that enhances their understandability.

A major drawback of network schemes has been the lack of formal
semantics and standard terminology. The chapter by Israel and
Brachman provides a brief history of semantic networks and a thorough
account of their semantic deficiencies.

2.3 Procedural Representation Schemes

Such schemes view a knowledge base as a collection of active agents
or processes. Most procedural schemes have been influenced quite
heavily by LISP, which has been used almost exclusively as the imple-
mentation language for Al systems. Indeed, in the past, LISP itself was
a favorite representation scheme due to, among other things, its basi-
cally symbolic nature and the dynamic run-time environment it offers
its users.

Procedural schemes beyond LISP can be classified on the basis of the
stand they take with respect to two issues. The first is concerned with
the activation mechanism offered for processes. The second involves
the control structures that are available.

On the first issue, PLANNER [HEWI71] [HEWI72] introduced the
notion of pattern directed procedure invocation. A knowledge base is
viewed in PLANNER as a global database of assertions and a collection
of theorems (or demons) that watch over it and are activated whenever
the database is modified or searched. Fach theorem has an associated
patiern which, upon the theorem’s activation, is matched against the
data about to be inserted/removed or retrieved from the database. If
the match succeeds, the theorem is executed. Thus with theorems the
usual procedure calling mechanism is replaced with one in which proce-
dures are called whenever a condition is satisfied.

Production systems [WH79] offer a procedural scheme that is in many
ways similar to PLANNER. A knowledge base is a collection of produc-
tion rules and a global database. Production rules, like theorems, con-
sist of a pattern and a body involving one or more actions. The data-
base begins in some initial state, and rules are tried out in some
prespecified order until one is found whose pattern matches the data-
base. The body of that rule is then executed, and matching of other
rules continues. This account is an idealization of production systems
and most of them vary in the form of rules they follow and the order in
which they are tried [DK75].
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There are major differences between the activation mechanism of a
PLANNER theorem and a production system rule as well. The order in
which theorem patterns are matched is undetermined in PLANNER
(although the user can define one for any particular situation in which
he tries to tamper with the database). ‘‘Standard” production systems,
like Markov algorithms, have a fixed ordering of rules that determine
when each rule will be matched against the database. Another impor-
tant difference is that theorems can directly call other theorems whereas
productions can do so only indirectly by placing appropriate information
in the database. Thus, a production system database can be viewed as a
workspace or a bulletin board that provides the only means of commu-
nication between rules.

Turning to control structures, several proposals exist which extend or
otherwise modify the usual hierarchical control structure of LISP or
ALGOL. As indicated earlier, production systems offer one where there
is no direct communication or control between rules. Thus a produc-
tion system knowledge base consists of a collection of loosely coupled
rules, and this feature renders such knowledge bases easy to understand
and modify.

PLANNER’s control structure for theorems uses backtracking, and
when a theorem’s body is executed and fails to achieve a predetermined
goal, the side-effects of the unsuccessful theorem are erased and other
theorems are tried until one is found that succeeds. It has been argued
quite convincingly that backtracking is an unwieldy control structure
[SM72] and it should be avoided at all costs.

An extreme proposal with regard to control structures is Hewitt’s
ACTOR formalism [HBS73] [HG74] which views all objects that are part
of a knowledge base as actors (i.e., active agents that play a role on cue
according to a script). Actors are capable of sending and receiving mes-
sages which, naturally, are also actors. Thus, writing a program in the
ACTOR formalism involves deciding on the objects in the domain, the
messages each object should receive, and what each object should do
when it receives each kind of message. The ACTOR formalism basically
does not impose a preconceived control structure on its user. Instead,
it provides him with control primitives so that he can define his own.
The ACTOR formalism was inspired by the Smalltalk programming lan-
guage [BYTES81] which has been under development at Xerox PARC for
more than a decade.

Procedural schemes have, in principle, one major advantage and one
major drawback compared with other types of schemes. They allow the
specification of direct interactions between facts, thus eliminating the
need for wasteful searching [WINO75]. On the other hand, a procedural
knowledge base, like a program, is difficult to understand and modify.
Each of the proposed schemes discussed in the previous paragraphs
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goes some distance toward eliminating the drawbacks of pure procedu-
ral schemes while maintaining their advantages.

2.4 Frame-Based Representation Schemes

Since 1975, when Minsky originally proposed it [MINS75], the notion
of frame has played a key role in KR research. A frame is a complex
data structure for representing a stereotypical situation, such as being in
a certain kind of living room or going to a child’s birthday party. The
frame has slots for the objects that play a role in the stereotypical situa-
tion as well as relations between these slots. Attached to each frame
are different kinds of information, such as how to use it, what to do if
something unexpected happens, default values for its slots, etc. A
knowledge base is now a collection of frames organized in terms of
some of the organizational axes discussed earlier, but also other
“looser” principles such as the notion of similarity between two frames.

Minsky’s original frame proposal essentially provided a framework for
developing representation schemes that combined ideas from semantic
networks, procedural schemes. linguistics, efc. Several representation
schemes proposed since then have further developed the frame pro-
posal. Below we present brief descriptions of four of them.

FRL [GR77]

An FRL knowledge base consists of frames whose slots carry
information such as comments on the source of a value bound to the
slot, a default value, constraints, and procedures that are activated
when a value is bound, unbound, or needed for a slot. All frames are
organized into a hierarchy which appears to be a combination of classifi-
cation and generalization as described in Section 2.2. The procedures
attached to a slot are expressed in LISP.

KRL [BWT77]

This is a more ambitious representation language than FRL. Like
FRL, the basic units of a KRL knowledge base are frames that have
slots and that have several kinds of information attached to each slot.
Unlike FRL, where this information provides details about how to
instantiate a frame, KRL is much more concerned with a matching
operation for frames. All on-going processes are controlled by a multi-
processor agenda that can be scheduled by the designer of the knowl-
edge base. KRL also supports belief contexts that can serve to define
an attention focusing mechanism. “‘Self knowledge” can be included in
a knowledge base by providing descriptions of other descriptions.
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OWL [SHMT7]

Unlike other frame-oriented schemes, OWL bases its features on the
syntactic and semantic structure of English, taking as its founding prin-
ciple the Whorfian Hypothesis that a person’s language plays a key role
in determining his model of the world and thus in structuring his
thought. An OWL knowledge base can be viewed as a semantic net-
work whose nodes are expressions representing the meaning of natural
language sentences. Each node, called a concept, is defined by a pair
(genus, specializer) where ‘“‘genus’ specifies the type or superconcept
and ‘“‘specializer” serves to distinguish this concept from all other con-
cepts that have the same genus.

KL-ONE [BRACT9]

A KL-ONE knowledge base is a collection of concepts, and each con-
cept is a highly structured object, having slots to which one can attach a
variety of information (defaults, modalities, etc.). To a concept one can
also attach structural descriptions that express constraints on the values
that can be bound to the different slots of the concept. Concepts pro-
vide purely descriptional structure and make no assertions about exis-
tence of a referent or coreference of descriptions. A separate construct
called a nexus is used to make assertions about the world being mod-
elled. Also, KL-ONE offers procedural attachment as a means of associ-
ating procedural information (expressed at this time in LISP), with a
concept. Another important feature of KL-ONE is the strong organiza-
tion of concepts it encourages through a version of the generalization
axis discussed in Section 2.2. .

Two other important representation schemes are introduced in later
chapters. Omega is a description-based scheme and is sketched briefly
in the chapter by Hewitt and de Jong. The Plan Calculus, described by
Rich, is a frame-based scheme intended for the representation of pro-
gramming knowledge. The chapter by Borgida, Mylopoulos, and Wong
derives many of its key ideas from PSN, yet another frame-oriented
scheme described in [LM79].

3. Distinguishing Features of Representation Schemes

The reader who has a background in Databases and/or Programming
Languages must have already noticed the similarity in basic goals
between KR research as we have described it in this paper and research
on Semantic Data Models or Program Specifications. In all three cases
the aim is to provide tools for the development of descriptions of a
world/enterprise/slice of reality which correspond directly and naturally
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to our own conceptualizations of the object of these descriptions. The
tools under consideration involve a representation scheme/semantic
data model/specification language that serves as the linguistic vehicle
for such descriptions. Below we list some of the more technical (and
less vague) characteristics of representation schemes whose qualities
distinguish them from their semantic data model/program specification
language cousins.

3.1 Multiple Uses of Facts

Unlike a database, whose facts are used exclusively for retrieval pur-
poses, or a program, whose facts are used only during the execution of
some procedure, a knowledge base contains facts that may have multi-
ple uses. A representation scheme must take this into account in terms
of the tools it offers. Below we list some possible uses [BOBR75].

Reasoning

Given a collection of facts, new facts may be deduced from them
according to given rules of inference without interaction with the out-
side world. Some inferences have the flavour of inference techniques
in logic. For knowledge bases, however, it is also sometimes useful to
derive facts by means of specialized procedures that exploit given facts
only in fixed ways. For example, a procedure that determines whether
a pair is in the transitive closure of some binary relation can perform
reasoning of a very specialized nature and is only applicable to facts
associated with a transitive relation. Also, a knowledge base may be
represented in such a way that there are “‘preferred inferences.” The
use of defaults is a good example of such a mechanism.

Deductive reasoning, which has a formal, special purpose or heuristic
flavour, is not the only kind of reasoning. There are also inductive
[BROW73] and abductive reasoning [POPL73], which have played a role
in some knowledge bases.

Given this variety of reasoning mechanisms, the question for a
designer of a representation scheme is not how he can include all of
them in his scheme, but which one, if any, he is going to include. Log-
ical schemes clearly have an advantage over other types of schemes
when considered from the point of view of (general purpose) reasoning
facilities.

Access

Access (and storage) of information in a knowledge base for
question-answering purposes constitutes an all-important use of the
knowledge base. The associationist viewpoint of network schemes, par-
ticularly their organizational axes, make them strong candidates for
access-related uses.
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Matching

Matching as a knowledge base operation can be used for a variety of
purposes, including:

1. classification (i.e., determining the type of an unknown input)

2. confirmation where a possible candidate to fit a description is matched
against it for confirmation purposes

3. decomposition where a pattern with a substructure is matched against
a structured unknown and the unknown is decomposed into subparts
corresponding to those of the pattern

4. correction where the nature of a pattern match failure leads to error
correction of the unknown input

The matching operation itself can be:

1. syntactic where the form of the unknown input is matched against
another form

2. parametric in the tradition of Pattern Recognition research [DH73]

3. semantic where the function of the components of the pattern is
specified and the matcher attempts to find elements of the input to
serve this function

4. forced matching as in MERLIN [MN74] where a structure is viewed as
though it were another and matches of corresponding items may be
forced

KRL has paid special attention to matching as a knowledge base oper-
ation.

3.2 Incompleteness

Except for situations in which a knowledge base models artificial
“microworlds” (e.g., [IWINO72]), it cannot be assumed that the knowl-
edge base is a complete description of the world it is intended to model.
This observation has important consequences for the operations defined
over a knowledge base (inference, access, matching) as well as the
design methodologies for knowledge bases.

Consider first the operations on a knowledge base. Incompleteness
of the knowledge base can lead to very different answers to questions
such as:

*“Is there a person who lives in Toronto?”

and the answer will depend on whether it is assumed that the persons
currently represented in the knowledge base are the only persons in the
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world being modelled. If the knowledge base is taken to be complete,
it may be sufficient to search through the objects related in a certain
way to the object representing Toronto. If the knowledge base is possi-
bly incomplete, however, the answer can be “yes’” without there being
any corresponding object in the knowledge base. A second example is
the question:

“How many children does Mary have?”

which might be answered, under the completeness assumption, by
counting representational objects that satisfy some criteria. Without
this assumption much more complex forms of reasoning (such as rea-
soning by cases, reductio ad absurdum and the like) might be required
to determine the answer. Similarly, from the facts:

“Someone is married to Mary”’
“John is not married to Mary”’

one can draw different conclusions if George is the only other person
represented in the knowledge base, depending on whether it is assumed
that John, Mary and George are the only persons in the world being
modelled. Similar remarks apply for matching.

Until recently much of the work on KR ignored the problem of
incompleteness or dealt with it in an ad hoc way. The chapters in this
volume by Levesque and Reiter can be seen as attempts to correct this
situation. Reiter shows how different forms of incompleteness (and
especially the null values of the Relational Model) can be explained in
terms of the proof theory of first order logic. Levesque begins with the
very general form of incompleteness allowed by first order logic and
investigates a query language appropriate for knowledge bases that are
radically incomplete.

Viewing a knowledge base as an incomplete and approximate model
of a world that can always be improved but can never be quite com-
plete, leads to design methodologies for knowledge bases that are dras-
tically different from design methodologies that are designed for pro-
grams. Thus, in Programming Languages the leading design methodol-
ogy encourages a ‘‘once and for all”” process where the designer begins
with a clear idea of the algorithm he wants to realize and proceeds to
construct a complete design (e.g., [WIRT81]). In Al a knowledge base
is developed over a period of time that can be as long as its lifetime by
means of different knowledge acquisition processes that can range from
interactive sessions with an expert (e.g., [DAVI77]) to the automatic
generation of new facts based on the system’s “introspections” (e.g.,
[LENA77]). Organizational principles underlying the structure of a
knowledge base can play a crucial role in determining the direction of
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knowledge acquisition (i.e., which facts should be acquired first and
which facts should be acquired later).

3.3 Self Knowledge

There are many kinds of self knowledge, and some of them were
described in the previous section. For instance, the statement:

“All students are known (to the knowledge base)”’

says something about the state of the knowledge base, not the world.
Facts that describe the form or allowable configurations of other facts
(e.g., type definitions) constitute an important class of self knowledge.
Making such facts available for question answering and inference, by
representing them the same way as other facts, is an important capabil-
ity of declarative schemes (i.e., logical and network schemes) generally
not shared by procedural schemes. A good example of the use of such
self-knowledge for knowledge acquisition is provided in TEIRESIAS
[DAVIT7T].

A second kind of self-knowledge involves the ability of a system to
answer elementary questions about its actions as in SHRDLU [WINO72],
or about the strategies it uses to debug problem solving procedures as
in HACKER [SUSS75].

A very general introspective architecture is proposed and investigated
in [DOYL80]. It is shown that one’s reasoning about what inferences to
make can be used in making decisions and in taking action. All rele-
vant aspects of the intentional state of the system (such as its goals,
beliefs, efc.) are subject to scrutiny and are therefore explicitly repre-
sented.

[SMIT82] defines a new dialect of LISP in which programs can
“reflect” on their own execution. At any stage of the computation, a
program can jump to the level of its interpreter and examine what state
it was in as encoded in the data structures of the interpreter. In partic-
ular, a program can look at what it has left to do on the stack and per-
haps decide to do something completely different.

4. Current Issues

While there is perhaps no general agreement about the major unre-
solved issues in KR, there is a definite trend away from the more
implementational issues and towards more formal and conceptual inves-
tigations of representation schemes. This has led, among other things,
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to a reappraisal of the role of formal logic in KR [NEWE81] [MOORS82].
The most apparent result of this is the recent trend towards hybrid
schemes which incorporate both logical and nonlogical sublanguages
[RICH82] [ISRA82] [BL82]. These hybrid schemes do not attempt to
overlay features of a logical language on top of, for example, a semantic
network, as was often done in the past, but instead partition the knowl-
edge representation task so that the network and the logical languages
are given separate responsibilities.

In [BL82], for example, a knowledge base is factored into a rermino-
logical component that maintains the technical vocabulary of a domain,
and an assertional component that maintains a collection of facts about
that domain. A terminological sublanguage in the style of KL-ONE is
used to provide a set of term-forming facilities that allow new terms to
be appropriately placed on a taxonomy relative to previously defined
ones. A first order logical sublanguage is used to manage the
assertional component and provides facilities for forming a theory and
reasoning about the domain using a theorem prover. The point of con-
tact between the two components is the predicate and function symbols
of the logical language: these nonlogical symbols are, in fact, the tech-
nical terms of the terminological component. This means that deduc-
tion within the assertional component must treat the nonlogical symbols
not as primitives (as in a standard logic), but as structured terms that
have a complex meaning to be derived from the terminological compo-
nent. The claimed advantage of the separation of the two areas, how-
ever, is that each component can be optimized independently and that
neither has to suffer from the limitations of the other.

Another important issue in KR that recently has received consider-
able attention is the formalization of default reasoning. Standard logical
deduction schemes are monotonic since new axioms never invalidate
previous theorems. Common sense belief revision, on the other hand,
is obviously nonmonotonic since the acquisition of knowledge can cause
old beliefs (specifically, those that were held by default) to be dis-
carded. The papers in [BOBR80] examine formal systems that have this
nonmonotonicity property, and more recent developments are discussed
in [ISRA80] [REIT81] [KONOS82] [REITS2].
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